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Uvod

U suvremenom globalnom gospodarstvu, poduzeca se nalaze na sjecistu
dvaju dominantnih megatrendova koji fundamentalno redefiniraju
stvaranje vrijednosti: ubrzane digitalizacije predvodene umjetnom
inteligencijom (Ul) i imperativa snaznijeg i mjerljivog ispunjavanja ciljeva
vrijednosti. Uvodenje umjetne inteligencije u poslovne procese vise se ne
odvija u vakuumu tehnoloske modernizacije, ve¢ u trenutku u kojem se
od gospodarskih subjekata zahtijeva snaznije, transparentnije i mjerljivo
ispunjavanje ciljeva odrzivosti. Navedeno stvara novu i kompleksniju
situaciju u kojoj se tehnoloska i odrziva tranzicija ne razvijaju paralelno,
nego sve Cesce ulaze u stanje medusobne zavisnosti i interakcije. Digitalna
rjeSenja, a posebice napredni algoritmi strojnog ucenja i generativne
umjetne inteligencije, postaju nuzan preduvjet kvalitetnog upravljanja
okolisnim i drustvenim ucincima poduzeca, dok se istodobno otvara pitanje

1 Tekst je sazetak izlaganja autora na 17. konferenciji o odrzivom razvoju ,Zatvaramo krug,
otvaramo prilike” u Zagrebu 11. i 12. studenog 2025. u organizaciji HR PSORa. https://hrpsor.hr/
konferencija-2025
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kako taj tehnoloski napredak uciniti odgovornim i dugoro¢no odrzivim u
cilju ostvarivanja zelene tranzicije. U tom smislu Ul prestaje biti tek jos jedan
alat za povecanje operativne ucinkovitosti ve¢ postaje ¢imbenik koji ima
potencijal promijeniti logiku upravljanja odrzivos¢u, redefinirati odnose u
lancu vrijednosti i transformirati nacin oblikovanja korporativnih strategija.

Polazeci od teze da Ul djeluje i kao katalizator tranzicije i kao izvor novog
ekoloskog otiska, ovaj tekst usredotoCuje se na tri povezana pitanja. Prvo,
razmatra se kako Ul mozZe pridonijeti odrzivosti kroz konkretne operativne
i strateSke primjene u poduzec¢ima. Drugo, analizira se druga strana Ul-
transformacije, odnosno tehnicki, drustveni i okolidni rizici koji mogu
narusiti vjerodostojnost organizacije ili ponistiti dio oCekivanih koristi. Trece,
prikazuje se zakonodavni i upravljacki kontekst, s posebnim naglaskom
na obveze koje za hrvatska poduzeca proizlaze iz Uredbe Europske unije
(EU) o umjetnoj inteligenciji (UUI), uz preporuke za odgovornu integraciju
tehnologije u odrzive poslovne modele. Ovaj pregled moze posluziti kao
podloga za donosenje odluka o tome gdje Ul donosi najvecu vrijednost
za odrzivost poduzeca, a gdje zahtijeva oprez, kontrolu i jasna pravila
upravljanja.
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Ul i odrzivost kao megatrendovi: zasto sada?

Umjetna inteligencija brzo mijenja nacin funkcioniranja globalnog
gospodarstva i prodire u gotovo sve poslovne funkcije pa tako i u
podrucje korporativne odrzivosti. Ve¢ danas u praksi alati Ul-ja olak3avaju
i ubrzavaju klju¢ne zadatke poput prikupljanja i obrade podataka ESG1-a
te pojednostavljenja izvjeStavanja o uskladenosti, identifikacije klimatskih
i opskrbnih rizika te ucinkovitijeg angazmana dionika, $to ukazuje na to
da nije rije¢ o prolaznom tehnoloskom eksperimentu, ve¢ o strukturnoj
promjeni u nacinu na koji organizacije funkcioniraju. Broj i raznolikost
sluCajeva primjene Ul-ja u poslovanju poduzeca kontinuirano se i snazno
povecavaju. Paralelno s time, Uli odrzivost afirmiraju se kao dva medusobno
povezana megatrenda koji dubinski utjecu na preoblikovanje cjelokupnog
gospodarstva, politike i svakodnevnog poslovanja.S jedne strane, Ul postaje
klju¢ni pokretac inovacija, produktivnostii novih poslovnih modela; s druge
pak strane, odrzivost je preduvjet dugorocne konkurentnosti jer poduzeca

1 ESG izvjestavanje je nac¢in na koji poduzece sustavno i javno pokazuje kako upravlja svojim
utjecajima i rizicima vezanima uz okolis (E), drustvo (S) i korporativho upravljanje (G). ESG
izvjestavanje je sve vaznije jer danasnji dionici, primjerice investitori, banke, kupci, zaposlenici,
regulatorna tijela i Sira javnost nisu usmjereni isklju¢ivo na financijsku dobit, vec i na nacin na koji
je ta dobit ostvarena te na dugoro¢nu odrzivost poslovanja.
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sve vise moraju uskladivati rast s interesima drustva i ogranicenjima okolisa.
S obzirom da upravljanje €iniklju¢nu‘Cetvrtu dimenziju'odrZivosti, potrebnu 2026 :
za balansiranje ekonomskih, drustvenih i okolidnih interesa (Keser, 2023),
integracija umjetne inteligencije u procese odlucivanja predstavlja sljedeci
evolucijski korak u postizanju integriranog upravljanja.

BSR-ova? analiza iz 2025. godine dodatno potvrduje takav smjer: lideri
korporativne odrzivosti o¢ekuju da ¢e Ul u kratkom roku bitno promijeniti
njihov rad, ali istodobno tek maniji dio njih smatra da raspolaze potrebnim
vjestinama i alatima za potpuno iskoristavanje Ul-ja. Ovaj diskontinuitet
upucuje na ubrzanu, ali neravnomjernu difuziju Ul-ja unutar organizacija,
bez jedinstvenih pristupa i standardiziranih praksi, $to otvara prostor
i za znacajne strateSke pomake kod onih koji raspolazu specificnim
znanjima, ali i za ozbiljne pogreske kod onih koji tehnologiju u svoj rad
uvode nepromisljeno i bez potrebnih znanja. U hrvatskom kontekstu
ova je dinamika osobito relevantna: dostupna istrazivanja upucuju na
to da poslovni sektor jo$ nije dovoljno agilan u komunikaciji i provedbi
odrzivosti. Upravo u tom prostoru Ul moze predstavljati priliku za brze
zatvaranje tog jaza, ali isklju¢ivo pod uvjetom da se provodi promisljeno,
uz jasno definirane ciljeve, kvalitetnu podatkovnu osnovu i odgovarajuce
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mehanizme upravljanja rizicima.

Paradoks umjetne inteligencije:,,odrzivost putem Ul-

ja"” vs. ,odrzivost Ul-ja”

Sredisnji analiticki okvir koji se sve ceSce koristi u raspravama o Ul
i odrzivosti polazi od dihotomije izmedu ,odrzivosti putem Ul-ja” i
»odrzivosti Ul-ja” Prvi pojam odrzivosti putem Ul-ja odnosi se na primjenu
Ul-ja kao instrumenta za ostvarivanje ciljeva odrzivog razvoja, primjerice
u dekarbonizaciji, kruznom gospodarstvu, ucinkovitijem koristenju resursa
ili unapredenju drustvenih praksi. Drugi pojam odrzivosti Ul-ja usmjerava
paznju na ekoloski, drustveni i upravljacki otisak same tehnologije Ul-ja, od,
primjerice, potrosnje energije i vode u podatkovnim centrima, do etickih i
radno-trzisnih posljedica algoritamskog odlucivanja.

Ovaj paradoks znaci da Ul moze istodobno biti katalizator zelene tranzicije

2 BSR - Business for Social Responsibility globalna je neprofitna organizacija i poslovna mreza koja
okuplja stotine kompanija i pomaze im razvijati i provoditi strategije odrzivog poslovanja (klima,
ljudska prava, lanci dobave, okolisno, drustveno i korporativno (ESG) upravljanje, izvjeStavanje o
odrzivosti itd.) .




i novi teret za okolis. Na strani koristi, rastuci broj studija i korporativnih
praksi pokazuje da se Ul uspjeSno koristi za optimizaciju energetskih
sustava, logistike i proizvodnje, $to moze donijeti mjerljiva smanjenja
emisija i otpada. No, nasuprot koristima stoji pitanje odrzivosti samog Ul-ja
na koje upucuju i najnovije procjene Medunarodne agencije za energiju
(International Energy Agency - IEA, 2025) kako podatkovni centri trose
oko 415 TWh elektricne energije godisnje (oko 1,5 % globalne potrosnje
u 2024. godini) uz trend rasta potaknut upravo generativnom umjetnom
inteligencijom s ocekivanim daljnjim snaznim povecanjem potraznje do
2030. godine. Deloitteovo izvjesce (2024.) istice kako eksponencijalni rast
generativnih modela Ul-ja stavlja neviden pritisak na podatkovne centre
i energetsku mrezu, te dodatno procjenjuje da bi se globalna potrosnja
elektricne energije podatkovnih centara mogla priblizno udvostruditi
do 2030. godine. Rast potrosnje energije nije linearan u odnosu na rast
broja korisnika, ve¢ je strukturno povezan s prirodom sustava Ul-ja koji
zahtijevaju iznimno puno rac¢unalne snage. Potrebno je razlikovati dvije
glavne vrste energetski intenzivnih aktivnosti. Prva je treniranje umjetne
inteligencije, odnosno proces u kojem veliki modeli ,u¢e” na golemim
skupovima podataka. To se odvija na tisu¢ama specijaliziranih procesora
i zbog toga proces strojnog ucenja (ili drugi oblici treniranja modela) trosi
goleme koli¢ine energije u relativno kratkom vremenu. Druga je primjena
ili izvodenje vec istreniranih modela u praksi. Svaki put kad korisnik postavi
pitanje chatbotu, dobije automatski prijevod, generira sliku ili koristi neku
drugu Al-uslugu, model mora obraditi zahtjev. lako pojedinacni upit trosi
manje energije nego trening, kumulativni u¢inak milijardi dnevnih upita
rezultira ogromnom ukupnom potrosnjom.> Osim energije, sve se vise
naglasava i vodni otisak infrastrukture Ul-ja zbog potrebe za hladenjem
servera u podatkovnim centrima. Tehnoloske tvrtke i regulatori tek razvijaju
standarde transparentnog pracenja tih ucinaka, Sto ovo podrucje cini
jednim od klju¢nih izazova buduceg izvjeStavanja o odrzivosti.

Paralelno s okolisnim otiskom, Ul otvara i nove eticke i drustvene rizike:
algoritamsku pristranost, smanjenu transparentnost odlucivanja, rizike
za privatnost, te promjene u strukturi i kvaliteti rada. OECD upozorava da
netransparentnailinepravi¢naprimjenaUl-jamozedovestidodiskriminacije
i narusavanja prava radnika (npr. kroz bihevioralni nadzor, pojacan radni
pritisak ili automatske selekcijske sustave) pa se ,drustveni stup” odrzivosti
ne moze odvojiti od tehnoloskog dizajna i upravljanja. Zbog toga je vazno
Ul shvatiti ne kao neutralnu tehnologiju, nego kao socio-tehnicki sustav Ciji

3 Samo ChatGPT dnevno koristi preko 800 milijuna korisnika, sa 29.000 promptova (upita) svake
sekunde. Izvor: https://www.businessinsider.com/chatgpt-by-the-numbers-2025-11.
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se ucinci stvaraju u interakciji podataka, algoritama, organizacijskih praksi i
regulatornog okvira.

Shodno tome, ovaj paradoks zahtijeva uspostavu ravnoteze i aktivno
upravljanje. Poduze¢a ne mogu automatizmom pretpostaviti da je Ul
odrziva tehnologija, ve¢ se njezin ukupni u¢inak mora evaluirati jednako
ozbiljno i studiozno kao i njezine koristi. To ukljucuje mjerenje energetskog
i vodnog otiska digitalne infrastrukture, biranje modela i dobavljaca s
jasnim planovima dekarbonizacije, ali i uspostavu eti¢kih smjernica, audita
pristranosti i ljudskog nadzora nad klju¢nim odlukama.

Analiza izvjeS¢a BSR-a (2025.) otkriva da se sjeciSte umjetne inteligencije
i korporativne odrzivosti nalazi u klju¢noj fazi tranzicije, gdje se pocetni
entuzijazam polako pretvara u pragmati¢nu primjenu, iako intervjui
s timovima za odrzivost ukazuju na znacajan jaz izmedu tehnoloskih
mogucnosti i stvarne spremnosti organizacija. Intervjui s korporativnim
timovima za odrzivost pokazuju da se prve i najrasirenije koristi Ul-ja
ostvaruju u podrucju produktivnosti i komunikacije: izrada sazetaka, nacrta
izvjeS¢a i prezentacija, analiza anketa, prevodenje dokumenata, te brza
priprema za sastanke. lako te primjene nisu nuzno ,zelene” same po sebi,
one rasterecuju ogranicene resurse timova i omogucavaju prebacivanje
fokusa na strateSke zadatke i stvarne transformacijske projekte.

Drugo podru¢je brzog Sirenja je ESG izvjeStavanje, prikupljanje podataka i
uskladenost. Ul podupire konsolidaciju podataka ESG-a iz decentraliziranih
izvora, provjeru potpunosti, prediktivnu analitiku, detekciju anomalija, te
automatiziranu izradu i provjeru narativa u skladu s okvirima poput CSRD-a
(Direktiva EU-a o korporativhom izvjestavanju o odrzivosti, eng. Corporate
Sustainability Reporting Directive (CSRD)) i ISSB-a (Medunarodni odbor za
standarde odrzivosti, eng. The International Sustainability Standards Board
(ISSB)). U praksi to znacajno skracuje cikluse izrade izvjes¢a i smanjuje
pogreske, $to potvrduje i BSR-ov uvid iz korporativhe prakse. Time se
povecava vjerodostojnost tvrdnji, transparentnost, predikcija poremecaja
u lancu opskrbe, krenja ljudskih prava ili ekoloskih incidenata prije nego
Sto oni eskaliraju. Navedeno olaksava prijelaz s ,prikupljanja podataka radi
izvjes¢a” prema upravljanju odrzivo$¢u u realnom vremenu - no samo uz
jasno definirane kontrole kvalitete ulaznih podataka i ograni¢enja alata Ul-
ja, kako bi se izbjegle halucinacije i reputacijski rizici.
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Strateske primjene umjetne inteligencije: rizici,
scenariji i ukljucivanje dionika

Nakon pocetnih operativnih koristi, Ul sve snaznije ulazi u podrucje strategije

odrzivosti i upravljanja rizicima. U praksi se to manifestira kroz tri posebno
vazna skupa primjena.Prvo, Ul se koristiza procjene dvostruke materijalnosti
jer moze brzo analizirati velike koli¢ine internih i eksternih podataka - od
izvjestaja dionika do medijskih i regulatornih sadrZaja kako bi se prioritet
dao temama s najvec¢im financijskim i drustveno-okolisnim utjecajem. Time
se materijalnost pretvara u iterativan, podatkovno potpomognut proces, a
ne jednokratnu ,ru¢nu” vjezbu, sto je osobito vazno u kontekstu zahtjeva
CSRD/ESRS standarada (Europskih standarda izvjeStavanja o odrzivosti,
eng. European Sustainability Reporting Standards (ESRS).

Ul podupire identifikaciju i pracenje rizika u lancima opskrbe. Algoritmi koji
uparuju geoprostorne, satelitske i trgovacke podatke mogu upozoravati na
deforestaciju, rizike od nestasice vode ili krenja radnih prava u dobavnim
mrezama, S$to tvrtkama omogucuje raniju intervenciju i preciznije
usmjeravanje mjera due diligencea odnosno odgovornog poslovanja.
Takoder, Ul se koristi u klimatskim scenarijima i procjeni otpornosti (,sto-
ako” (what if) analize). Alati potpomognuti Ul-jem za klimatski rizik sve
ceS¢e kombiniraju fizicke klimatske projekcije s podacima o imovini i
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vrijednosnom lancu kako bi se kvantificirali u¢inci na prihode, troskove i
ulaganja u razlicitim scenarijima zagrijavanja. Takve analize postaju klju¢ne
za tranzicijske planove i financijsko izvjeStavanje o klimatskim rizicima.
Pritom se drugi veliki val primjene odnosi na prikupljanje podataka,
validaciju i uskladenost. Ul pomaze u konsolidaciji podataka ESG-a iz
decentraliziranih izvora, provjeri potpunosti, oznacavanju anomalija, te
generiranju nacrta izvjes¢a uskladenih s CSRD-om, ISSB-om ili CDP-om*.
Sustavni pregled literature o generativnoj umjetnoj inteligenciji u ESG
izvjeStavanju potvrduje da takvi alati mogu znatno povecati ucinkovitost
i transparentnost izvjestaja, ali samo uz jasne protokole provjere kvalitete
podataka i ljudsku kontrolu sadrzaja.

Posebnovazna,aliiosjetljivadomenaje primjenaUl-jauukljucivanjudionika.
Agenti umjetne inteligencije (agenti Ul-ja) i sustavi za odgovaranje na upite

4 CDP - Carbon Disclosure Project — globalna neprofitna inicijativa/sustav za objavu okolisnih
podataka. Organizacije kroz CDP svake godine ispunjavaju standardizirane upitnike i objavljuju
informacije o klimatskim utjecajima i rizicima (npr. emisije staklenickih plinova, voda, Sume/
deforestacija), a CDP te objave i ocjenjuje




mogu trijazirati zahtjeve kupaca, investitora i rejting-agencija, predlagati
nacrte odgovora i ubrzavati RFP> procese, ¢ime se povecava odrzivost i
konzistentnost komunikacije. Medutim, automatizirana komunikacija lako
mozZe narusiti povjerenje ako nije transparentno oznacena ili ako generira
pretjerano“uglancane”narative koji nalikuju greenwashingu. Stoga je nuzan
ljudski nadzor i jasna odgovornost za finalne poruke, posebno kad se radi o
osjetljivim drustvenim ili klimatskim temama.

Iskustva neposrednog koristenja razlicitih alata Ul-ja, te kontinuirane studije
funkcionalnosti tih alata upozoravaju na redovitu pojavu tzv. halucinacija
(termin koje su skovale same kompanije u odgovorima na brojne tuzbene
zahtjeve koji se protiv razvojnih programera pokre¢u pred ameri¢kim i
europskim sudovima). Halucinacija kao pojam predstavlja situaciju gdje
alati Ul-ja generiraju semanticki smislen izlazni sadrzaj koji ne odgovara
stvarnosti. Isto pretjerano ne iznenaduje ¢injenicom kako ni jedan takav
javno dostupan alat ne uziva kognitivne odlike, ve¢ obraduje podatke
isklju¢ivo temeljem statistiCke vjerojatnosti logi¢nog slijeda i poveznica
rijeci (Xu et al., 2025). Javni i privatni entiteti koji koriste alate Ul-ja stoga
moraju nuzno osvijestiti Cinjenicu kako su korisnici jedini raspoloZivi
verifikator tocnosti (odnosno moralnosti, ispravnosti, prihvatljivosti i
sl.) generiranog sadrzaja. Nepostojanje ili neadekvatan sustav nadzora i
pregledavanja izlaznog sadrzaja koji generiraju alati Ul-ja vrlo lako moze
dovesti do ozbiljnih posljedica, kao Sto slikovito opisuje visegodisniji
skandal koji je potresao Nizozemsku nakon $to se otkrilo da sustav socijalne
skrbi koristi program koji daje neto¢ne podatke u vezi doplataka za djecu i
drugih aspekata obiteljskog zivota (Amnesty International, 2021.).

Adekvatni lokalni podaci (kvaliteta podataka) takoder predstavljaju bitan
aspekt ne samo koristenja vec i razvoja alata Ul-ja, s obzirom na to da alat
Ul-ja razvijen za potrebe jednog subjekta na jednom lokalitetu nece nuzno
davati jednako korisne rezultate ako ga drugi subjekt pocne koristiti u
drugacijem kontekstu, odnosno za drugacije namjene. Svaki korisnik mora
razmisljati o prilagodbi tog alata svojim potrebama, svojoj ciljanoj skupini
klijenata, odnosno uvjetima unutar kojih subjekt posluje. Takav pristup
zahtijeva ne samo osvijeStenost po pitanju nacina treniranja modela Ul-ja,
vec i potrebu razvoja medusobne suradnje i povjerenja IT industrije s jedne
strane, te korisnika alata Ul-ja s druge.

Sve navedeno upucuje na zaklju¢ak da podatkovna spremnost i upravljanje

5 PFP - Request for Proposal - zahtjev za ponudom ili natjecajna dokumentacija koju organizacija
salje potencijalnim dobavljacima/partnerima kad trazi rjesenje, uslugu ili proizvod.
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Ul-jem postaju temelj strateSke koristi Ul-ja za odrzivost. Tamo gdje su podaci
pouzdani i procesi nadzirani, Ul moze radikalno unaprijediti materijalnost,
upravljanje klimatskim rizicimaiodnos s dionicima. U suprotnom, koristenje
Ul-ja povecava opasnost od pogresnih odluka i gubitka povjerenja osobito
zbog rizika halucinacija i nedostatka lokalno relevantnih podataka.

Primjeri sektorskih ucinaka: logistika, industrija,

energija i kruzno gospodarstvo

Dok timovi za odrzivost €esto iniciraju i koordiniraju uvodenje Ul-ja, najveci
mjerljivi ucinci na okoli$ i resurse u pravilu nastaju izvan tih timova, u
operativnim funkcijama poduzeéa gdje se odvijaju klju¢ni materijalni
tokovi energije, sirovina, logistike i proizvodnje. Upravljanje energijom,
logistika, nabava i dizajn proizvoda su podru¢ja s najvisim potencijalom za
odrzivost putem Ul-ja jer omogucavaju istodobno povecanje ucinkovitosti
i smanjenje negativnih utjecaja. Optimizacija lanaca opskrbe i logistike
predstavlja jedan od najzrelijih i najbrze skalabilnih slu¢ajeva upotrebe Ul-
ja.Sustavi Ul-ja za optimizaciju ruta koriste podatke o prometu, vremenskim
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uvjetima, potraznji i kapacitetima kako bi smanijili prijedene kilometre,
prazne voznje i potrosnju goriva. Neki od primjera su DHL-ov SmartTruck/
Greenplan (Islam, 2025) pristup optimizaciji dostavnih ruta, koji je u pilot-
regijama smanjio prijedenu kilometrazu te posljedi¢no znatno snizio
potrosnju goriva i CO, (DHL, 2023), te UPS-ov ORION (BSR, 2016) koji je na
razini flote donio viSemilijunske uStede goriva i znatno smanjenje emisije
za oko 100.000 t CO, godidnje (Laney, 2023). Takve rezultate podupire i
recentna literatura o logistici Ul-ja, koja biljezi tipicne ustede goriva i emisija
u rasponu 10 — 30 % u tvrtkama koje uvode napredno optimiranje ruta i
rasporeda tereta.

Veliki ucinak Ul-ja ostvaruje se i u pametnim proizvodnim sustavima,
te kontroli kvalitete. Ul, osobito racunalni vid i prediktivna analitika,
omogucuje detekciju gresaka u realnom vremenu i prilagodbu procesa
prije nego nastane otpad. Primjer BMW-ove platforme AIQX ukazuje na
smanjenje kolicine neispravnih komponenti za oko 20 % $to se u kompaniji
postupno Siri na sve faze proizvodnje (Sadikin, M.A., 2023). Industrijske
analize potvrduju da inspekcija potpomognuta Ul-jem skracuje vrijeme
provjere, smanjuje broj laznih uzbuna i podupire strategije ,zero-defect”
proizvodnije, $to se izravno prevodi u manju potroSnju materijala i energije
po jedinici proizvoda.




Energetski sektor biljeZzi neke od najimpresivnijih rezultata primjene
Ul-ja u svrhu dekarbonizacije. Sustavi Ul-ja prate potrosnju energije u
pogonima i zgradama, prepoznaju anomalije, predvidaju kvarove, te
automatski predlazu ili provode mjere ustede. Primjer Google/DeepMind
sustava za hladenje podatkovnih centara pokazuje kako je koristenje Ul-
ja smanjilo energiju za hladenje do 40 %, ¢ime su ostvarene velike ustede
i smanjen je ugljicni otisak digitalne infrastrukture upravo u podrucju
gdje potroSnja energije rapidno raste (Evans and Gao, 2016). Istice se i
Siemensov Ul savjetnik za energiju, koji u industrijskim pogonima detektira
neucinkovitosti i predlaze korektivne mjere, kao i Siemensov industrijski
kopilot koji operaterima pomaze brze reagirati na stanja strojeva (Siemens,
2024). Ovakvi sustavi imaju osobito velik u¢inak ondje gdje je potrosnja
energije visoka i promjenjiva, jer Ul moze optimirati parametre procesa
daleko iznad moguénosti ru¢ne kontrole.

Ul sve snaznije ulazi i u dizajn proizvoda te inovacije. Alati temeljeni na Ul-
ju omogucuju simulacije, digitalne prototipove i brzo testiranje dizajnerskih
hipoteza bez fizi¢ckih uzoraka, skracujudi ciklus od ideje do proizvoda i
olaksavajuci uporabu odrzivijih materijala. Primjer generativnih alata kao sto
je Midjourney® demokratiziraju dizajn (demokratizacija u kontekstu Cinjenice
kako danas puno veci broj osoba ima pristup alatima Ul-ja za dizajn koji se
koriste bez posebnog prethodnog znanja), te potencijalno ubrzavaju razvoj,
uz napomenu da je i dalje potreban oprez zbog ograni¢enja u modeliranju
slozenih materijalnih svojstava, nemoguc¢nosti cjelovitog dozivljaja novih
modela i rizika stvaranja nerealnih ocekivanja. Takav pristup moguce je
povezati s ekodizajnom i praksama dizajna za odrzivost i kruznost jer digitalne
simulacije omogucuju optimiranje resursne ucinkovitosti jo$ prije pocetka
proizvodnije. S time je povezan i porast primjena Ul-ja u kruznim poslovnim
modelima i recikliranju. Istrazivanja o koriStenju umjetne inteligencije za
razdvajanje otpada pokazuju da kombinacija racunalnog vida, spektroskopije
irobotike smanjuje kontaminaciju tokovaotpada, povecava udjele recikliranih
materijala i omogucuje zatvaranje materijalnih petlji u industrijama plastike,
metala i gradevinskog otpada (Lubongo et al., 2024).

Primjena Ul-ja u donosenju odluka temeljenih na podacima istaknuta
je u sektorima izravno vezanim uz prirodne resurse. Primjer John Deere
(University of Arkansas System Division of Agriculture, 2025) u preciznoj
poljoprivredi ilustrira kako Ul koriste¢i senzore, satelite i dronove
moze smanjiti uporabu gnojiva te povecati prinose, ¢ime se istodobno

6 Midjourney je generativni Al alat za izradu slika iz tekstualnih opisa (promptova).
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smanjuje eutrofikacija tla i voda, te povecava ucinkovitost resursa’. Sli¢na
logika prenosi se i na druge sektore: Hrvatski Telekom koristi Ul za bolje
razumijevanje korisnika i razvoj usluga prema stvarnim potrebama, dok
Siemensov kopilot podupire operatere strojeva u brzem i sigurnijem radu.
Ovi primjeri upucuju na Siri trend tj. ukazuje da Ul omogucuje preciznije
poslovne odluke koje smanjuju rasipanje resursa kroz cijeli sustav.

Unazad nekoliko godina vidljiv je pomak sa zelenih projekata na sustavnu
digitalnu podrsku odrzivom poslovanju. Ul ovdje funkcionira kao
multiplikator i povecava operativhu efikasnost, otkriva skrivene uzroke
okolisnih i resursnih utjecaja te ubrzava donosenje odluka temeljenih
na podacima. No puni se ucinci ostvaruju tek uz ulaganja u podatkovnu
spremnost, vjestine zaposlenika i odgovorne protokole primjene, jer samo
tako Ul postaje pokreta¢ produktivnosti i odrzivog rasta, a ne jo$ jedan
izolirani tehnolo3ki alat.

Rizici i ograni¢enja umjetne inteligencije u postizanju

korporativne odrzivosti: halucinacije, pristranost i
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ekoloski otisak infrastrukture

Unatoc evidentnim koristima, literatura i praksa sustavno upozoravaju na
skup rizika koji mogu ugroziti poslovne ciljeve i drustvenu vjerodostojnost
odrzivosti. Uspjeh implementacije Ul-ja u odrzivosti nije samo tehnicko, vec¢
prvenstveno stratesko i eticko pitanje (Mudri¢ et al., 2025b). Kao najkriticniji
tehnicki problem izdvajaju se ,halucinacije” generativnih modela -
situacije u kojima sustav proizvodi uvjerljive, ali Cinjeni¢no netocne ili
izmisljene informacije. BSR stoga ne preporucuje potpunu automatizaciju
poslovanja bez provjere, osobito u izvjeStavanju o odrzivosti, procjenama
rizika i komunikaciji prema dionicima. Rizik se moze umanijiti tehnikama
utemeljenja na provjerenim izvorima, obveznim citiranjem podataka i
+human-in-the-loop"” verifikacijom (Mudri¢, 2025a.).2 U kontekstu ESG-a to
je presudno: netocan navod u izvjescu ili pogreSna procjena materijalnosti
moze proizvesti regulatorne posljedice, reputacijski udar i gubitak

7 https://story.hr/Smartlife/a339802/JOHN-DEERE-Ulazi-u-robotiku-kako-bi-smanjili-troskove-
poljoprivrede.html

8 “Human-in-the-loop” verifikacija oznacava kontrolni mehanizam u kojem stru¢njak validira rezultate
umjetne inteligencije prije njihove finalne implementacije. lako Ul nudi brzinu, ljudski nadzor je nuzan za
ispravljanje cinjeni¢nih neto¢nosti, pristranosti ili nedostatka konteksta koje algoritmi cesto propustaju.
Ovaj pristup ne samo da osigurava odgovornost i minimizira operativne rizike, ve¢ kroz ljudske korekcije
stvara povratnu spregu koja dugorocno trenira i usavrsava performanse samog modela.




povjerenja investitora. Druga skupina rizika obuhvaca algoritamsku
pristranost i utjecaj na trziSte rada. BSR istice da pristrani podaci ili modeli
mogu pojacati postojece nejednakosti i dovesti do diskriminatornih odluka,
$to je u izravnoj suprotnosti s drustvenim ciljevima odrzivosti (DEI).?

Empirijska istrazivanja o alatima Ul-ja u zaposljavanju i upravljanju ljudskim
resursimapotvrdujudasediskriminacijamozeugraditiusustavkrozpovijesne
obrasce podataka ili neprikladne metrike uspjeha, pa se preporucuju auditi
pristranosti i testiranje ucinaka na ranjive skupine. OECD u svom izvjescu iz
2023. godine (Organisation for Economic Co-operation and Development,
2023) upozorava da je oko 27 % radnih mjesta u zemljama OECD-a visoko
izlozeno automatizaciji, uz rizike porasta radnog intenziteta, nadzora i
nejednakosti, zbog ¢ega Ul mora biti pracena politikama prekvalifikacije i
zastite radnickih prava. Na organizacijskoj razini pojavljuje se i rizik gubitka
kritickog misljenja: ako zaposlenici po¢nu Ul tretirati kao neupitni autoritet,
a ne kao alat, raste opasnost od tzv. automatizirane poslusnosti i slabije
analiti¢ke strogosti u strateskim odlukama.

Trece podrug¢jerizika odnosi se na ekoloski otisak same Ul infrastrukture. BSR
uskladu stim naglasava da podatkovnicentriiracunalnainfrastrukturatrose
ogromne koli¢ine energije i vode, dok tvrtke ¢esto nemaju transparentan
uvid u taj otisak zbog oslanjanja na pruzatelje usluga u oblaku. Problem
,nhevidljive vode” - indirektne potroSnje vode za proizvodnju elektricne
energije — dodatno komplicira procjene stvarnih ucinaka. Bez aktivhog
upravljanja ovim otiskom, ubrzanje digitalizacije moze paradoksalno
dovesti do povecanja ukupnog okoliSnog opterecenja poduzeca.

Zaklju¢no, halucinacije, pristranost i infrastrukturni otisak izravno utjecu
na vjerodostojnost ESG strategija, stoga ih je potrebno ugraditi u model
korporativhog upravljanja Ul-jem.Nuzno je pripremiti jasna pravila koristenja,
auditabilne podatkovne tokove, obaveznu ljudsku verifikaciju kriti¢nih izlaza,
procjene drustvenih ucinaka, te mjerenje i smanjenje energetskog i vodnog
otiska digitalne infrastrukture. Takvim pristupom Ul moZe postati pouzdan
multiplikator odrzivosti, a ne novi izvor okolisnih i drustvenih troSkova.

9 DEI (Diversity, Equity, Inclusion) ciljevi odnose se nanamjernoi sustavno stvaranje radnog okruzenja
koje je raznoliko, pravedno i ukljucivo. To znaci da organizacija ne gleda samo na to da zaposljava
razlicite ljude, nego im zeli osigurati jednake Sanse za razvoj, napredovanje i priznavanje rada. Kroz
DEI pristup nastoji se povecati zastupljenost razli¢itih skupina u timu i na razinama odlucivanja,
ukloniti prepreke koje nekima oteZavaju pristup prilikama (poput nevidljivih predrasuda ili
nejednakih uvjeta), te izgraditi kulturu u kojoj se svi zaposlenici osjecaju postovano, sigurno te
potaknutima na sudjelovanje. U praksi DEI ciljevi ¢esto ukljuc¢uju mjerljive planove vezane za
ravnopravnost placa, pravedne procese zaposljavanja i napredovanja, dostupnost prilagodbi za
osobe s invaliditetom, edukacije o pristranostima i diskriminaciji, te pracenje toga koliko se razlicite
skupine zaposlenika osjecaju uklju¢enima i zadovoljnima.

=
=
S




Zakonodavni okvir i upravljanje: EU Akt o umjetnoj

inteligenciji, hrvatski okvir i obveze poduzeca

Brzo Sirenje Ul u poslovanju odvija se paralelno s uspostavom prvog
sveobuhvatnog regulatornog okvira u EU, Uredbe o umjetnoj inteligenciji
(Uredba (EU) 2024/1689). UUI uvodi rizikom voden pristup i razvrstava Ul
sustave na neprihvatljive (zabranjene), visokorizi¢ne, ograni¢enog rizika
i minimalnog rizika, uz skup obveza usmjerenih na transparentnost,
sigurnost, zastitu temeljnih prava i privatnosti (Mudri¢, 2025a, Mudri¢ et al.
2025b). UUl je stupila na snagu 1. kolovoza 2024. godine, a njezina primjena
je postupna. Pocetkom veljace 2025. pocela su se primjenjivati Poglavlja
[-1I, ukljuc¢ujuci definicije, nacCela i zabrane neprihvatljivih sustava (npr.
socijalno bodovanje, manipulativni Ul, odredene biometrijske primjene i
sl.). Za visokorizi¢ne sustave prvotno je bilo planirano stupanje na snagu
obveza u kolovozu 2026. godine, no Europska komisija je u studenome
2025. najavila predvidenu odgodu dijela visokorizi¢nih pravila do prosinca
2027.godineradi pojednostavnjenja i smanjenja regulatornog opterecenija.
Slijedom navedenoga, poduzeca moraju pratiti nadolaze¢e provedbene
akte i standarde, ali i nastaviti provoditi pripremne korake ve¢ sada.
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Hrvatska je duzna imenovati i operativho osposobiti nadlezna tijela za
provedbu i nadzor. Ministarstvo pravosuda i uprave objavilo je popis
hrvatskih nadleznih tijela za podrucja temeljnih prava i sektorske primjene
UUlI medu kojima su AZOP (Agencija za zastitu osobnih podataka),
pravobraniteljice (za djecu, ravnopravnost spolova, osobe s invaliditetom),
Drzavno izborno povjerenstvo i Agencija za elektronicke medije. U ovom
trenutku je jos uvijek nejasno koje e tijelo bitizaduzeno za nadzor provedbe
UUl u cijelosti (obzirom na do sada imenovana tijela ne pokrivaju u cijelosti
polje primjene UUI). Za poduzeca je klju¢no razumijeti da se uz UUI i dalje
paralelno primjenjuju postojedi hrvatskii EU propisi, osobito GDPRi hrvatski
Zakon o provedbi Opce uredbe o zastiti podataka (Narodne novine, 2018),
uz nadzor AZOP-a, kada Ul sustavi obraduju osobne podatke (treniranjem,
profiliranjem, automatiziranim odlucivanjem). Sektorski propisi (npr. u
zdravstvu, financijama, prometu, zaposljavanju, obrazovanju) u kojima je Ul
prema UUI kvalificirana kao visokorizi¢na kategorija sluzbe za pojasnjenje
razine duzne paznje koju pruzatelji usluga moraju zadovoljiti. Uz postojece
medunarodne standarde (ISO) i NIST (americke standarde) vezano za
upravljanja rizicima koji proizlaze iz sustava Ul-ja, u izradi je i Europski
standardizacijski okvir iz podrucja Ul-ja (na kojem rade dva strukovna tijela:




CEN™ i CENELEC'"). Takoder je nuzno upozoriti kako je EU nedavno usvojila
bitne novine u pravnom okviru odgovornosti za neispravan proizvod, gdje
se puno veci naglasak postavlja na proizvodaca (razvojnog programera), alii
korisnika odnosno distributera proizvoda u kontekstu prosirene (vremenski,
sadrzajno) odgovornosti, poglavito po pitanju digitalnih proizvoda i
usluga. Hrvatski strateski okvir poput Strategije digitalne Hrvatske 2032.
(Vlada Republike Hrvatske, 2023) i Nacionalnog plana razvoja umjetne
inteligencije RH do 2032., s Akcijskim planom 2026.-2028. (u izradi), potic¢u
uvodenje Ul-ja, ali naglasavaju potrebu jacanja vjestina, etickih standarda i
institucionalnog upravljanja.

Obveze poduzeca prema UUI-u valja razumjeti kroz uloge koje poduzece
moZe imati u lancu vrijednosti sustava umjetne inteligencije. U praksi
hrvatske tvrtke Cesto istodobno nastupaju u vise uloga: dio sustava
razvijaju ili prilagodavaju, dok dio nabavljaju od trecih strana i zatim koriste
u vlastitim procesima. Kada poduzece razvija ili stavlja na trziSte sustav Ul-
ja, ulazi u ulogu pruzatelja i na njega se primjenjuje najstrozi skup obveza,
osobito ako je rije¢ o visokorizi¢nim sustavima ilio modelima opée namjene
(generativna Ul). Takvo poduze¢e mora vec¢ u fazi dizajna uspostaviti
sustavno upravljanje rizicima tijekom cijelog Zivotnog ciklusa sustava: od
identifikacije i procjene mogucih Steta, preko mjera ublazavanja rizika, do
stalnog pracenja i korekcija nakon pustanja u uporabu. Jednako je vazna
kvaliteta podataka na kojima se sustav trenira i testira: oni moraju biti
relevantni za svrhu, dovoljno reprezentativni i vodeni tako da se minimizira
pristranost koja bi mogla dovesti do diskriminatornih ishoda. Pruzatelj
mora izraditi opseznu tehnicku dokumentaciju i evidenciju rada sustava,
kako bi se naknadno moglo provjeriti kako je sustav dosao do odredenih
rezultata. Uz to mora osigurati transparentnost prema korisnicima: dati
jasne upute za uporabu, opisati ograni¢enja sustava, predvidjeti ljudski
nadzor, te ugraditi mehanizme sigurnog rada i otpornosti na manipulacije
ili kiberneticke napade (Mudri¢, 2022.). Kod visokorizi¢nih sustava, prema
UUI, predvida se i obvezna prethodna ocjena sukladnosti prije stavljanja
na trziste te CE-oznacavanje, sto Ul sustav stavlja u slican rezim kao i druge
proizvode s potencijalno velikim drustvenim uc¢inkom. Kod visokorizi¢nih Ul
sustava, odnosno u situacijama kada javna tijela koriste Ul sustave, predvida

10 CEN - European Committee for Standardization, Europski odbor za normizaciju koji se bavi
razvojem europskih standarda za vecinu podrucja osim elektrotehnike i telekomunikacija.

11 CENELEC - European Committee for Electrotechnical Standardization, Europski odbor za
elektrotehni¢ku normizaciju. Specijaliziran je za standarde u elektrotehnici, elektronici i srodnim
tehnologijama.

Br. 63
2026.

=
=
S




se i obveza provodenja procjene rizika po temeljne vrijednosti Unije. Za
generativne i druge modele op¢e namjene pravila su dodatno poostrena.
Pruzatelji moraju objaviti saZzetak tipova podataka koriStenih za treniranje,
imati uspostavljene politike postivanja autorskog prava i pruziti tehnicku
dokumentaciju koja omogucuje razumijevanje sposobnosti i ogranicenja
modela. Za tzv. sistemske modele, tj. vrlo snazne modele s velikim mogucim
drustvenim uc¢inkom, predvidene su dodatne duznosti testiranja, procjene
i ublazavanija rizika te jace sigurnosne mjere. Ako je model bio na trzistu
prije 2. kolovoza 2025. godine, pruzatelj mora uskladiti poslovanje do 2.
kolovoza 2027. godine.

Ako poduzece Ul sustav ne razvija, nego ga koristi u poslovanju, primjerice u
zaposljavanju, procjeni kreditnog rizika, logistici, energetskom upravljanju
ili ESG izvjestavanju, tada nastupa kao korisnik/primjenjivac. lako su obveze
u toj ulozi blaze nego za pruzatelje, one su vrlo konkretne. Poduzece mora
koristiti sustav prema uputama pruzatelja i osigurati stvarni ljudski nadzor
nad odlukama koje sustav daje, osobito kada one mogu utjecati na prava
ljudiili na sigurnost procesa. Duzno je pratiti u€inke sustava u realnom radu,
biljeziti probleme i prijavljivati ozbiljne incidente. U situacijama gdje je to
relevantno, mora voditi evidenciju o koristenju i ulaznim podacima, kako
bi se mogla provesti revizija postupanja. UUl od veljace 2025. zahtijeva i
obvezu provodenja edukacije iz Ul pismenosti, sto podrazumijeva da su
pruzatelji i korisnici Ul usluga duzni poduzeti mjere da zaposlenici koji
rade sa Ul sustavom razumiju njegove mogucnosti, ogranicenja i rizike. Za
sustave Ul-ja ograni¢enog rizika, kao $to su chatboti ili alati za generiranje
teksta, slika ili videa, sredisnja je obveza transparentnost (Mudri¢, 2022).
Korisnici moraju biti obavijesteni kada komuniciraju sa sustavom Ul-ja ili
kada su izlozeni sadrzaju koji je generirao Ul (npr. deepfake).

UUI uvodi obvezu da se Ul u poduzecdima koristi kao pouzdan i drustveno
prihvatljiv alat uz dokazivu sigurnost, transparentnost, postivanje prava
ljudi i upravljanje rizicima. Hrvatska poduzeca koja ve¢ danas uspostave
inventar sustava Ul-ja, procjenerizika, edukaciju i integrirano upravljanje bit
¢e u najboljoj poziciji da Ul koriste kao odrzivi multiplikator produktivnosti
i okoliSne odrzivosti, a ne kao izvor pravnih, reputacijskih ili drustvenih
troskova.
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Preporuke za poduzeca: kako odgovorno iskoristiti

umjetnu inteligenciju za odrzivost

Umjetna inteligencija postala je neodvojivi dio suvremene korporativne
odrzivosti te djeluje kao multiplikator razvoja koji povecava ucinkovitost,
ubrzava donosenje odluka no istodobno nosi rizike koji mogu potkopati
same ciljeve odrzZivosti ako se njima ne upravlja proaktivno. Literatura i
praksa upozoravaju na tehnicke i drustvene rizike (halucinacije, pristranost,
gubitak kritickog misljenja, reputacijske i regulatorne posljedice), te na
rastuc¢i okolisni otisak digitalne infrastrukture (energija, voda, resursi u
podatkovnim centrima). Stoga, Ul moze ubrzati ostvarenje ciljeva odrzivostii
pomodi poduzec¢ima da predu izfaze administriranja ESG-a u fazu strate$kog
upravljanja utjecajima, ali samo ako istodobno razvijaju odrzivost putem Ul-
ja i odrzivost Ul-ja. U suprotnom postoji rizik da tehnologija koja bi trebala
poduprijeti odrzivi razvoj poduzeca i zelenu tranziciju postane novi izvor
ekoloskih i drustvenih izazova.

Kako bi poduzeca, posebice ona u hrvatskom kontekstu, uspjesno navigirala
ovom dvostrukom tranzicijom, preporucuje se implementacija sljedecih
strateSkih koraka. Organizacije trebaju zapoceti s projektima koji imaju
jasne metrike ucinka, kao $to su automatizacija podataka ESG-a, analiza
materijalnosti, optimizacija logistike ili energetske ucinkovitosti. Takvi
projekti omogucuju brzo ucenje, generiraju vidljive rezultate i stvaraju
internu legitimaciju za Siru primjenu rjeSenja Ul-ja.
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Drugi imperativ je modernizacija i centralizacija podatkovne infrastrukture
ESG-a. Umjetna inteligencija je snazna onoliko koliko su pouzdani podaci na
kojima se temelji. Bez pouzdane, standardizirane i dostupne baze podataka,
rizik od halucinacija i pogreSnih zaklju¢aka drasti¢no raste. Podatkovna
spremnost stoga nije samo pitanje IT-a, vec temelj strateske koristi Ul-ja za
odrzivost.

Tre¢e, poduzeca moraju ulagati u razvoj vjestina i Ul pismenost.
Kompetencije zaposlenika moraju ukljucivati i razumijevanje mogucnosti
Ul-ja i njegovih ogranicenja. Uspjesne organizacije stvaraju prostor za pilot-
projekte, iteracije i u¢enje kroz praksu, umjesto da Ul uvode iskljucivo top-
down i bez prilagodbe kontekstu.

Cetvrto, nuzno je postaviti upravljacke i eticke zastitne ograde.
To podrazumijeva definiranje jasnih protokola za ljudsku provjeru
kriti¢nih izlaza Ul-ja, provodenje audita pristranosti, te jasno definiranje




odgovornosti za odluke koje sustav predlaze. Odrzivost same tehnologije
Ul-ja, ukljuc€ujudi njezin energetski otisak, mora postati integralni dio ESG
strategije poduzeca, a ne izdvojeno tehnicko pitanje.

Konacno, pravodobno uskladivanje sa zakonodavstvom EU-a je prioritet.
UUI i drugi propisi traze od poduzeca sustavno upravljanje rizicima,
transparentnosti i ljudskim nadzorom, uz obvezu pismenosti zaposlenika
u podru¢ju Ul-ja. Poduzeca koja ve¢ danas uspostave registar svojih
sustava Ul-ja, provedu procjene rizika i integriraju upravljanje Ul-jem s
postojec¢im procesima zastite podataka (GDPR) i odrzivosti (CSRD), bit ¢e u
najboljoj poziciji da iskoriste prednosti tehnologije. Umjetna inteligencija
je istodobno velika prilika i ozbiljan test zrelosti korporativnog upravljanja;
uspjeh ¢e ovisitio sposobnosti poduzeca da uravnoteziinovacijski potencijal
s odgovornos¢u prema drustvu i okolisu.
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